Economic methods for program evaluation are cost analysis (CA), cost-effectiveness analysis (CEA), and benefit-cost analysis (BCA). These analytical approaches can be readily adapted to evaluate educational interventions and reforms with the goal of improved decision making (see Boardman, Greenberg, Vining, & Weimer, 2018; Levin, McEwan, Belfield, Bowden, & Shand, 2017). CA requires accurate estimation of all the extra resources required to implement a new intervention (e.g., more teachers, more classroom space); this tells the decision maker if the intervention is affordable. CEA compares these extra resources to gains in an educational outcome such as increased test scores or graduation rates; this tells the decision maker what this intervention costs per unit of educational improvement. BCA compares these extra resources against the monetary consequences of implementing an intervention, such as higher earnings from having more high school graduates; this tells the decision maker if the returns to the intervention exceed the costs of investment. In themselves, these three approaches—which we refer to here as cost analyses—are useful for evaluation.

In an essential way, however, cost analyses are linked to broader educational evaluations (on which, see Song & Herman, 2010; Weiss, Bloom, & Brock, 2014). To determine cost, it is first necessary to understand how an intervention is implemented. To determine cost-effectiveness, it is first necessary to identify effectiveness. Finally, to calculate money benefits, it is first necessary to know what impacts an education program has. Without this prior information from an educational research study, these cost analyses cannot proceed.

Our claim in this article is that too little attention has been paid to how these two types of evaluation cohere and especially to how consideration of resource use can guide impact evaluation. We illustrate how CA, CEA, and BCA can enhance the quality and utility of impact evaluations. That is, we imagine how educational research might be shaped if it was intended to be linked to some type of cost analysis.

We highlight six domains where a more extensive application of these three analytical approaches would be beneficial. Table 1 shows a summary of the domains, along with the relevant economic analysis and its implications. These domains reflect where cost-based analysis may be the first necessary to understand how an intervention is implemented. To determine cost-effectiveness, it is first necessary to identify effectiveness. Finally, to calculate money benefits, it is first necessary to know what impacts an education program has. Without this prior information from an educational research study, these cost analyses cannot proceed.

Our claim in this article is that too little attention has been paid to how these two types of evaluation cohere and especially to how consideration of resource use can guide impact evaluation. We illustrate how CA, CEA, and BCA can enhance the quality and utility of impact evaluations. That is, we imagine how educational research might be shaped if it was intended to be linked to some type of cost analysis.

We highlight six domains where a more extensive application of these three analytical approaches would be beneficial. Table 1 shows a summary of the domains, along with the relevant economic analysis and its implications. These domains reflect where cost-based analysis may be the
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most useful; each domain is separate from the others. Not every domain is relevant for every study, and it is unlikely all domains are relevant for any single study. But each domain covers an important part of the research process; as such, cost-based analyses are relevant across many research studies. As a priority, we recommend greater attention to how economic analyses can improve “outcome specification.” The choice of outcomes is critical for all impact evaluations, and both CEA and BCA can make multifaceted contributions. A second priority is “service mediation”; it too is applicable across many educational interventions.

For each domain we provide examples of how, and instances where, cost analyses can complement and augment current research practices in education. These examples are illustrative but broadly representative of current research practice by education researchers (and by many economists researching in education). Our goal is not to single out individual studies for criticism but instead to promote evaluation methods that yield results which are more policy-relevant and improve decision-making.

**Outcome Specification**

The essential question for impact evaluation is, What are the outcomes of interest, that is, the potential outcomes that would occur in different contexts or circumstances (Weiss et al., 2014)? From an educational perspective, possible responses include measures of cognition, achievement or test scores, or years of attainment.

We argue for the choice of outcomes to be guided more explicitly by resource use considerations. That is, outcomes should be prioritized insofar as they affect how society uses its resources (Heckman & Kautz, 2012). This approach emphasizes changes in behavior over changes in students’ achievement, test scores, or other measures of cognitive functioning (Duckworth & Yeager, 2015). Behavioral changes in turn connote resource use change; gains in cognition (however defined) or other psychological constructs may involve behavioral change but need not; they may simply change a student’s knowledge level. The distinction is not semantic. The canonical example is the HighScope Perry Pre-school Program (Nores, Belfield, Barnett, & Schweinhart, 2006). This program exhibited complete fade-out in IQ gains by age 12 but did cause significant changes in behavior, including criminal activity and labor market participation. For evaluation purposes, these substantial behavioral consequences rendered the weak impacts on IQ less important (although still of academic interest).

Using an economic approach, many behavioral changes can be expressed in dollars and so compared to costs to perform a BCA (see Levin et al., 2017, Chapters 9–10). However, even absent BCA, a greater focus on behaviors yields several methodological contributions.

First, this focus should motivate evaluators to more clearly justify the use of test scores as outcome measures. Higher test scores may affect behavior, but the strength and consistency of the link—not just for earnings but also for health status and criminal activity—cannot be presumed. Another important study finds that long-term behavioral change is not mediated through test score changes. In their study of classroom quality, Chetty et al. (2011) identify gains in short-term achievement if classroom quality increases; as well, students in higher quality classrooms earn more in adulthood. Yet they find no medium-term gain in achievement. Whatever the mechanism is by which classroom quality affects labor market outcomes, it is not consistently evident in test scores. Chetty et al. offer several possible reconciliations (e.g., short-term achievement is a weak or unstable proxy). Each reconciliation implies that achievement is neither stable nor especially valid way to measure behavioral change.

Second, BCA may provide guidance on which set and how many outcomes to evaluate. In BCA, all benefits (monetized impacts) must be additive. This influences the choice and number of outcomes. It is invalid to add two benefits that represent the same behavioral change; only separable, independent benefits can be added up. For example, college might boost earnings and improve health; it is not valid to add in any health-induced earnings gains to the sum of benefits of college (although it is valid to include health gains that are not related to earnings).

Finally, BCA may help evaluators address the problem of “fade-out,” that is, the likelihood that impacts decline to zero shortly after an intervention is terminated (Castleman, Page, & Schooley, 2014). Fade-out is common in education studies (“far too often” according to Bailey, Duncan, & Watts, 2017; see
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Protzko, 2015, for an emphatic statement on cognitive fade-out). Hence, policy makers might reasonably ask why an effective educational program should be implemented: Sooner or later, they might argue, test scores will revert back to the average. One response is to refer to behavioral changes and whether the discounted benefits exceed the costs before fade-out happens. An intervention may still be valuable even with rapid fade-out. We can imagine an intervention that boosts students’ reading in third grade but where scores revert to the mean by fifth grade. We are not sure what an impact evaluation might recommend in this scenario. However, the intervention might be justifiable if fewer reading counsellors are needed for two grade years—that would change resource use. As fade-out happens “far too often,” it becomes especially important to focus on resource use.

We illustrate the influence of BCA on outcome specification with evidence on socioemotional learning (SEL). Socioemotional skills, which include competencies such as self-awareness, self-management, and responsible decision making, are recognized as important for child development. In reviews of over 200 studies, Durlak, Weissberg, Dymnicki, Taylor, and Schellinger (2011, Table 2) and Sklad, Diekstra, De Ritter, Jehonathan, and Gravestein (2012) identify durable and substantively important gains in five outcomes: (a) achievement, (b) attitudes, (c) social behavior, (d) conduct, and (e) emotional states. Prima facie, these gains make a persuasive case for policies to promote SEL.

These outcomes should be assessed in several ways (for a full discussion, see Belfield et al., 2015). First, it is important (or, we might argue, necessary) to establish that each outcome does conote a change in behavior and thereby a change in resource use. Changes in academic performance (a) might not influence behavior; similarly, changes in attitudes (b) should be validated against changes in behavior. (We are not denigrating attitudinal studies; attitudinal change might be powerful, but it needs to be justified.) Also, deviant social behaviors (c) may be more deleterious than deviant conduct (d); a useful analogy is the criminology distinction between felonies and misdemeanors. Second, the magnitude of behavioral change needs to be identified so it can be aggregated. The changes across the five realms might affect lots of behaviors, both for individual students and their peers; the effects may be long-lasting or temporary; they may appear immediately or after a lag. Finally, all potential outcomes must be independent. Across the five realms listed above, some outcomes may be independent; others are likely to be collinear (e.g., achievement with attitude or conduct problems with emotional distress). It may be misleading to aggregate gains reported in the review literature. When there are multiple reported outcomes, it is essential to establish their independence.

Overall, BCA offers guidance about the types, number, and attributes of potential outcomes for evaluative research in education. (We focus on student-level outcomes, but our argument extends to teacher-, classroom-, or school-level outcomes.) Specifically, measured outcomes should be based on metrics that have direct behavioral or resource consequences; they should cover the duration of the impact of the intervention; and the extent of their independence from each other should be established.

Treatment Contrast

For evaluation of any educational intervention to be valid there must be a treatment contrast: “If a treatment contrast does not exist ... there cannot be a program effect. Thus, a treatment contrast is necessary for a program effect to occur” (Weiss et al., 2014, p. 785). Although evaluators typically do specify the treatment in detail, much less attention is paid to the counterfactual experience and hence to the actual treatment contrast. A greater emphasis on economic evaluation should help redress this imbalance.

A key principle of economics is opportunity cost—that is, policies should be valued in terms of the best alternative use of resources. When evaluating, say, Reading Recovery, the opportunity cost is what the reading teachers would have otherwise done (or indeed if math teachers could have been hired instead). This principle embodies the idea of treatment contrast: the appropriate way to value an intervention is to look at what is given up by implementing that intervention. An economic evaluation therefore forces (or should force) the researcher to describe the counterfactual in as much detail as the treatment. By identifying what resources are required beyond the counterfactual, an economic evaluation directly examines treatment contrast.

Knowing more about the counterfactual amount of resource has implications for interpreting effect sizes. A striking example here is Head Start. Evaluations of Head Start have found mixed results in terms of effectiveness. However, as described in detail in Kline and Walters (2016), the comparison group is composed one-third of children who are in public preschool programs or receive some patchwork of child care services already. Compared to these children, who are receiving resources of similar amounts to Head Start children, we might not expect Head Start to be significantly more effective. Importantly, evaluations of Head Start are not contributing to the policy debate over whether the program is worth funding; strictly, they are contributing to the policy debate over whether Head Start is preferable to another form of mixed preschool investments, where that form and mix—and its cost—is not specified in detail.

With more cost analyses being performed, the extent of differential resource use and its implications for interpreting effectiveness in terms of treatment contrast are becoming clearer. We illustrate with two additional examples.

Reading Partners is a volunteer tutor supplemental reading program for students 1.5 to 2.5 years behind grade level in reading. Experimental evidence finds that Reading Partners increased reading skills in Grades 2 and 5 and cost $3,610 per student (Jacob, Armstrong, Bowden, & Pan, 2016). By law, all students who are behind in reading must receive supplemental support; the counterfactual group therefore received alternative (and varied) supplemental reading programs; these cost between $1,050 to $4,890 per student. Net, the treatment contrast for Reading Partners is estimated at 48 extra minutes per week, and the treatment contrast in terms of resources is less than $1,000. In light
of this treatment contrast, policy makers might view reading gains much more favorably.

Another example is *Success for All*, an extensive reading intervention running through Grades K to 6. In experimental evaluation, the intervention was found to improve phonics but not reading fluency or comprehension (Quint et al., 2015, Table 5.2). Expressed in this way—resource intensive but only modestly effective—*Success for All* would not seem to be very promising. However, many schools invest in programs to improve reading. When compared against alternative reading programs at counterfactual schools, Quint et al. (2015, p. 99) estimate the resource cost at $227 higher per student per year for *Success for All*. Although not a trivial amount when aggregated across a district, it is considerably below what one might anticipate from a simple description of *Success for All*.

Evaluations of many educational interventions would benefit from a clearer statement of treatment contrast. Some interventions may be fully incremental; that is, the counterfactual group receives nothing. However, many interventions involve redistributing resources or replacing one program with another or comparing students doing one activity to those doing another. The fundamental principle of opportunity cost—valuing resources against their next best alternative use—can help education research focus on treatment contrast.

### Fidelity of Implementation

Establishing implementation fidelity is a critical component of program evaluation. As described by Weiss et al. (2014, p. 783), “Implementation process influences the services that are offered and how they are delivered, which in turn influences the treatment that is received by program clients.” (In our discussion of fidelity, we include any deviation in treatment across sites or subjects.) Methodological literature on program fidelity has focused on the need for valid fidelity indices and instruments (see Carroll et al., 2007; Lewis et al., 2015; Mowbray, Holter, Teague, & Bybee, 2003). However, these fidelity indices and instruments are often specific to each program or rely on researcher judgment as to what constitutes a faithful implementation. Instead, economic evaluation offers an alternative, formal way to think about program fidelity.

From an economic perspective, program fidelity across intervention sites can be defined in two ways. One definition is very simple: Program fidelity occurs when each site spends the same amount of resource per student (adjusting for local price levels). Under this definition, sites are free to use resources as appropriate, but the amount of total resource should faithfully correspond to the resources implied by the implementation design. The second definition is stricter: Program fidelity occurs when each site uses the same inputs/ingredients and remunerates them at the same rate at each site. So a mentoring intervention would have site-level fidelity if each site hired mentees with the same level of experience and qualifications and if it paid these mentees at the same rate. Under these definitions, if total spending or the pattern of spending differ significantly across sites, the program is not being implemented with fidelity.

In fact, this economic perspective corresponds to other descriptions of fidelity. Hulleman and Cordray (2009) identify dose, exposure, and quality as categories for describing fidelity. Treatments with higher doses, greater exposure, and of higher quality are likely to require more resources; and the amount of additional resource can serve as a quantifiable measure of increases in dose, exposure, or quality. Resource-based measures of program fidelity therefore complement these other descriptions. Resource-based measures of fidelity are standardized (either in dollars or as percentage deviation from resources required for fidelity); but this is useful in situations where other measures of fidelity are *ad hoc*. To illustrate the economic approach to fidelity, we draw on two examples: Read180 and Talent Search.

*Read180* is a literacy program for struggling readers in Grades 4 through 12. Levin et al. (2017) estimated the cost to implement *Read180* as recommended by the developers and as implemented in schools. The developers’ recommended version of *Read180* was estimated to cost $1,420 per student. As actually implemented, the cost ranged from $370 up to $1,950 (25%–140% of what was recommended). Given this resource difference, it seems unlikely that *Read180* was implemented with fidelity in these schools. (If fixed costs are very large, it is mathematically possible that variable costs are equivalent even for this example of *Read180*; we appreciate a reviewer pointing this out.)

Our second example is *Talent Search*, a program to increase high school completion and college enrollment (Bowden & Belfield, 2015). *Talent Search* sites have discretion over staffing, services provided, service location, and grade levels served. In analysis across nine sites, Bowden and Belfield (2015) identify significant variations in resource use. Many sites obtain leveraged resources or use subsidized college facilities. More importantly, some sites funded students to participate for one year; others funded students who could participate over several grades. Some sites spent double the amount of federal funding; accounting for years of participation, spending per treated student ranged up to 10 times as much.

Overall, studies of implementation focus either on processes or on the technology of the intervention. As an additional way to capture fidelity, an economic approach focuses on the resources actually used. By necessity, the former approach relies on instruments and indices specific to each intervention; it is thus difficult to generalize as to what is high- or low-fidelity implementation (Mowbray et al., 2003). By contrast, by measuring in dollars the resources used, the economic approach is numerical and prescriptive, allowing implementation fidelity to be described more transparently and more formally.

### The Importance of Mediators

Program effects can be understood through mediators, the links in the causal chain between treatment and targeted outcomes (Weiss et al., 2014, Figures 1 and 2). In educational research, mediators are especially important and might be the most salient part of an intervention. For example, educational vouchers are presumed to be effective because they influence which school a student attends: Educational outcomes will improve only if vouchers allow students to attend higher quality schools. Choosing a high-quality school mediates the outcome. We
argue that many educational interventions cannot be evaluated without information on the induced change in resources, that is, the higher quality school attended. (Potentially, an intervention might have many mediators even if it has a single outcome.)

Many interventions in education induce behavior change and future service uptake (Bowden, Shand, Belfield, Wang, & Levin, 2016, refer to these as “mediated service interventions”). The complete impact of the intervention depends upon placing students on a different educational or developmental pathway so they receive a different set of services. Preschool may increase earnings in adulthood (Chetty et al., 2011). But if this effect is mediated through increased resources—if the preschool child is then tracked into a higher quality school or if the parents devote more time to their child—then the earnings outcome reflects both the treatment (preschool) and the mediated services (changes in K–12 resources and parental investments). The impact of a new placement test depends not only on the test but the type of remedial services received based on the test result. The impact of a grade retention policy depends on both whether the student is retained in grade and what services are received by retained versus nonretained students. The impact of a financial aid application “nudge” is both an increase in college enrollment and an increase in resources/aid when in college (Bettinger, Long, Oreopoulos, & Sanbonmatsu, 2012).

With a significant change in mediated services, formal cost analysis becomes more necessary. For a full evaluation, the cost of the mediated services should be added to the cost of the treatment. Mediated services may cost more than the treatment itself: Such a program is unlikely to be affordable. But mediated services may be negative cost, offsetting the treatment cost; such a program would be very attractive. For example, interventions to improve assignment to remediation have reduced the number of students in remediation (Scott-Clayton, Crosta, & Belfield, 2014); interventions to reduce grade retention may reduce the time students spend in school overall. In these cases, if students are no worse off on average, then the resource savings (from fewer students in remediation or retained in grade) may justify the intervention.

To illustrate service mediation interventions, we use the example of City Connects. Increasingly, schools are drawing on a broad array of externally-provided support services to enhance students’ development (Berliner, 2009). City Connects places professional coordinators in schools to partner with community agencies and service providers so as to streamline student support referral and management. City Connects has positive effects on academic achievement of 0.38 SD in eighth-grade ELA and math; and the program coordinators cost $1,540 per student (Bowden et al., 2016; Walsh et al., 2014). At issue is what amount of services mediated this achievement gain. Based on interviews and documentation, Bowden et al. (2016) identified significantly more mediated support services for City Connects students; conservatively, the mediated services (at $3,030 per student) required twice as much resource as the program coordinator.

Overall, for some education interventions we might almost conclude that “the mediators are the message.” Resources that come via mediation are a critical part of the intervention, and the success of the intervention may depend upon these as much as the initial treatment.

**Power of the Test**

In randomized trials in education, researchers are expected to calculate the minimum detectable effect size (MDES), that is, the smallest true effect that has a “good chance” of being found to be statistically significant (Bloom, 1995). Helpful tools are now available to ensure that power calculations for MDES are done correctly, accounting for individual, hierarchical, and block random assignment as well as for nonexperimental methods (Dong & Maynard, 2013). These power calculations specify what size effect has a good chance of being detected given the research design of the impact evaluation. The purpose is to ensure that the sample size and research design are such that valid impacts can be identified (Schochet, 2008).

In an economic evaluation, the impacts must be translated into resource use. For example, an impact evaluation might test to see if a program such as Check and Connect increases high school attainment; an economic evaluation would rely on the same impacts but translate them into dollars (e.g., the extra earnings from higher attainment). Researchers will perform power calculations so as to allow for identification of a valid impact on attainment. But for an economic evaluation, the requirement is a power calculation so as to allow for identification of a valid impact in dollars. These power calculations need not be the same (see Schochet, 2008). Simply, if we change what outcomes are being tested, we need to make new power calculations.

Instead of a power calculation to identify an MDES, the power calculation may need to identify a minimum detectable economic consequence (we might refer to this as “MDEC”). This MDEC is the smallest true dollar consequence that has a “good chance” of being found to be statistically significant. Of interest for cost analyses is not whether impacts per se are statistically significant but whether there are significant economic resource consequences derived from those impacts (see Zerbe, Davis, Garland, & Scott, 2014, pp. 370–371). It cannot be assumed ex ante in any given study that the same power calculations will apply to educational impacts as they do to dollar consequences. The precision standard for MDES depends on the distribution of effects; the precision standard for MDEC depends on the distribution of effects and their dollar consequences. As a general rule, we cannot say whether the MDES or the MDEC will necessitate a larger sample size (although our interpretation of Schochet [2008] is that larger samples are needed for MDEC; sample sizes to test for cost-effectiveness in health economics tend to be larger than those to test for effectiveness [Willan, 2011]).

In principle, economic considerations can be linked to the MDES. One way is to directly insert a parameter into the formula for MDES calculation that captures the economic value of the impact. The analyst would first predict the cost of a proposed intervention, then determine the size of benefit required to exceed this cost, and then determine the sample size needed to obtain a statistically significant estimate of benefit minus costs. The risk is that an impact evaluation is correctly powered for MDES but underpowered for an economic evaluation.
We illustrate the basic principle of MDEC using a study of popular literacy interventions to improve phonics. Impact studies of four leading interventions yield effect size gains per student of 0.22 to 0.34 for *Fast ForWord*, *Sound Partners*, *Wilson Reading Systems*, and *Corrective Reading* (Hollands et al., 2015). A very large sample would be needed to distinguish between these interventions (to identify an effect size gain of 0.12, for example, would require a sample of 547 for each comparison). However, these interventions cost very different amounts. Thus, they yield very different cost-effectiveness ratios: Relative to *Fast ForWord*, the cost per effect size gain was 5 times as high for *Sound Partners*, 20 times as high for *Wilson Reading Systems*, and over 60 times as high for *Corrective Reading*. To identify an economic difference between *Fast ForWord* and *Corrective Reading* would therefore involve a very different power calculation than to identify an achievement difference.

We can numerically illustrate the MDEC with a stylized, artificial example. Imagine an educational intervention is randomly assigned to 100 students with a control group of 100 students. The intervention is intended to boost attainment but it might also be evaluated in terms of adult earnings. For information on attainment and earnings, we use the 2017 Current Population Survey (CPS), artificially designating Iowa residents as the treatment group and Kansas residents as the control group. We draw 100 persons from the CPS to calculate the MDES and the MDEC (power = 0.8, alpha = 0.05, total sample size = 200).

Average (standard deviation) attainment in Kansas is 13.62 (2.1) years; the standard deviation of attainment in Iowa is 2.4. Given these parameters, the smallest mean detectable effect for an intervention in Iowa would be 0.903 years or an MDES of 0.375. Similarly, average (standard deviation) earnings for the sample of 100 Kansans is $27,960 ($20,430), and the standard deviation of earnings in Iowa is $32,880. Given these parameters, the smallest mean detectable effect for an intervention in Iowa would be $10,910 or an MDES of 0.334. Because this is in dollars, we refer to it as the MDEC.

Thus, the MDES varies with the outcome. Critically, attainment and earnings are correlated but they do not have the same distributions; and only the latter (denominated in dollars) can be compared to the costs of the intervention. If we wish to compare the costs of the intervention to its outcomes, the MDES for attainment is unlikely to be valid. In this example, the MDES and MDEC are not close: A mean detectable effect of 0.903 years is unlikely to increase anyone’s earnings by $10,910 (approximately, one year of attainment adds 10% to earnings, i.e., only $3,288). The MDEC is needed to ensure a valid research design.

Power calculations are an essential step in ensuring that a research study can validly identify statistically significant differences in impact. An economic approach would extend these power calculations to ensure that a research study can validly identify significant differences in dollars or resource use. As yet, these power calculations are not codified (for impacts, see Dong & Maynard, 2013), and so we cannot predict what statistical techniques may be necessary. However, there may be nontrivial implications for research design.

**Meta-Analysis**

Increasingly, meta-analysis is applied to estimate the “average” effect size of an educational intervention (Borenstein et al., 2009). Meta-analyses are common across educational research (e.g., on within-class ability grouping or class size reduction, see Ahn, Ames, & Myers, 2012). They are valuable for identifying how variations in study design and population heterogeneity affect estimates of outcomes (Scammaca, Roberts, & Stuebing, 2014). However, when we apply cost-based analysis, there are two important concerns in relation to meta-analysis.

The first concern is that a meta-analytic estimate cannot simply be linked to a measure of costs or resource use. Therefore, it may not be possible to use meta-analytic estimates in a CEA. CEA requires linkage of the inputs used for specific programs to their outcomes. Meta-analysis provides estimates from different versions of a single class of interventions to adjudicate on whether a general class of programs is effective on average. Policy makers might look at a meta-analytic effect size and ask, Is this effect size worth spending $X on? That question might not be answerable. The effect size represents the average from a “general class of programs.” The cost of this general class might be unknown (for example, what does within-class ability grouping cost?). If the studies included in the meta-analysis all refer to precisely the same intervention, it may be possible to estimate the average cost; this seems unlikely.

A second concern relates to the meta-analytic method. Meta-analytic estimates are adjusted for attributes of the research evaluation. These moderator variables are typically grouped into categories defined as units, treatment, observing operations, setting, and method (Ahn et al., 2012; Cooper, 2009). However, some of these characteristics are almost certainly correlated with the costs of an intervention. The “units” category may refer to the grades of the students and the scale of the intervention: Typically, more resources are allocated to students in higher grades and to larger scale programs. The “treatment” category may refer to the duration of the intervention; typically, longer programs have more resources allocated to them. The “setting” may refer to the locality of the intervention; typically, interventions that are off-site from a school require more resources. Controlling for these categories is therefore, to some extent, adjusting for resource use; and the extent of this adjustment is unknown. (One solution is to report meta-analytic estimates that vary across cost factors; we appreciate this suggestion from a reviewer.) To illustrate this argument, we examine meta-analytic research on the association between computer-aided instruction and learning outcomes.

Several meta-analytic studies and systematic reviews identify a learning advantage for students who receive computer-aided instruction (U.S. Department of Education, 2009). Sosa, Berger, Saw, and Mary (2011) estimates an average effect size gain of 0.33 standard deviations after extensive moderator analysis. However, many of these moderators are related to the costs of the intervention in each case. For example, one moderator is if the computer-aided instruction included additional time; unsurprisingly, the effect size gain is five times larger in studies where additional time is allowed. Similarly, when the computer-aided
tool is a supplement the effect size gain is more than twice as large. Other economically relevant moderators include if the instruction was assessed and if the instruction included features such as web communication or number cruncher tools. Each of these moderators is related to the amount of resource used for computer-aided instruction.

For meta-analysis, an economic approach can provide guidance on which moderators to consider and how moderators may be interpreted. As a simple assumption, moderators might be understood in terms of the additional resources they represent; more resource-intensive moderators should be associated with greater average effectiveness.

**Summary**

Our focus in this essay has been on how economic methods may complement and so enhance impact evaluations. Of course, economic evaluations face many methodological challenges of their own, and economic analysis is not necessarily determinative (Farrow & Zerbe, 2013). However, impact evaluations and economic evaluations are linked, and this linkage is often neglected. One consequence is that economic evaluations become methodologically more challenging (because some outcomes have no clear economic interpretation or because effect sizes have already adjusted for resource use). As economists, our worry here is that an economic evaluation will not be possible. But another consequence, the one we emphasize here, is that impact evaluations are themselves less valid or less useful. As education researchers, our worry here is that our analysis and evidence will not be sufficiently helpful for decision makers.

**REFERENCES**


**AUTHORS**

**CLIVE R. BELFIELD** is a professor of economics at Queens College, City University of New York, 65-30 Kissena Boulevard, Flushing, NY 11367; belfield@qc.edu. His research focuses on economic evaluation of education interventions and programs.

**A. BROOKS BOWDEN** is an assistant professor of methods and policy at North Carolina State University, 2310 Stinson Hall, Raleigh, NC 27695; brooks_bowden@ncsu.edu. Her research focuses on economic evaluation of education interventions and programs.

**Manuscript received January 25, 2018**
**Revisions received July 2, 2018, and October 13, 2018**
**Accepted October 22, 2018**